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DAY 4 : Training a Neural Network Part 2
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Webinar Logistics

• Turn on your system sound to hear the streaming presentation.

• If you have technical problems, click “Help” or submit a question asking for 
assistance.

• Participate in ‘Group Chat’ by maximizing the chat widget in your dock.

• Submit questions for the lecturer using the Q&A widget. They will follow-up 
after the lecture portion concludes.
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Course Sessions
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• Introduction to Machine Learning on MCU’s
• Capturing, Cleaning and Digital Signal Processing Data
• Training a Neural Network Part 1
• Training a Neural Network Part 2
• Running an Inference on Target
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TensorFlow Lite for Microcontrollers
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• Runs machine learning models on microcontrollers
• Core run-time is ~16kB
• Does not require an OS (can run baremetal)
• Written in C++ 11
• Several example cases already available:
• Hello World
• Keyword spotting (Micro speech)
• Gesture detection (Magic wand)
• Person detection (Image processing)
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Hello World
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• Shall demonstrate running a model
• Shall demonstrate controlling hardware (LED)
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What is your idea of a good hello world program?
- Tests a simple hardware feature?
- Tests a simple software feature?
- Minimum demonstratable feature?
- Other
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Option #1 - Tensorflow Lite for Microcontrollers
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Can download Tensorflow and examples by cloning:

https://github.com/tensorflow/tensorflow

https://github.com/tensorflow/tensorflow
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Option #2 - Google Colab
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Colaboratory, or "Colab" for short, allows you to write and execute Python in 
your browser, with
• Zero configuration required
• Free access to GPUs
• Easy sharing

Often used in:
• Data science
• Machine learning
• etc
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train_hello_world_model.ipynb
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Google Colab training file

https://colab.research.google.com/github/tensorflow/tensorflow/blob/master/tensorflow/lite/micro/examples/hello_world/train/train_hello_world_model.ipynb
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IMPORTANT!

10

Before you start to run the notebook, 
make sure that the notebook output 
has been cleared!
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Will be attempting to run this notebook . . .
- Live during the session
- Later after the session
- Never, just listening in
- Other
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Training the Model
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Run 
the cell



Sponsored By

Training the Model

13

Before After
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Training the Model
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Training the Model
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Training the Model
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Training the Model

17

0.1 0.3



Sponsored By

Training the Model
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Training the Model
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Training the Model
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Training the Model
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Training the Model
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Training the Model
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Update the Model and run again
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Training the Model
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Training the Model
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Generate a TensorFlow Lite Model
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• Run through and run the blocks in this section. 
• Make sure you read up on what is being done and why.
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Save your models!
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Which ML model seems to best fit the MCU?
- TensorFlow
- TensorFlow Lite
- TensorFlow lite quantized
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Thank you for attending
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Please consider the resources below:
• www.beningo.com
• Blog, White Papers, Courses
• Embedded Bytes Newsletter
• http://bit.ly/1BAHYXm

From www.beningo.com under
- Blog > CEC – Machine Learning Application Design using STM32 MCUs

http://www.beningo.com/
http://bit.ly/1BAHYXm
http://www.beningo.com/


Thank You
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