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Class 3: Machine Learning Basics %

Agenda
« What is Machine Learning?
» What is Classification?

 Lab Project: Hand Writing Recognition
Training Model.

Presented by:

SR
DesignNews 2 CEC CENTER =)



What is Machine Learning? %

Machine learning is a subset of artificial
intelligence in the field of computer science that
often uses statistical techniques to

give computers the ability to "learn” (i.e.,
progressively improve performance on a specific
task) with data, without being explicitly
programmed.

Source:
https://en.wikipedia.org/wiki/Machine learning
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https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Computer_science
https://en.wikipedia.org/wiki/Computer
https://en.wikipedia.org/wiki/Data
https://en.wikipedia.org/wiki/Machine_learning

What is Machine Learning?. . .

Deriving meaning from data is the promise that machine
learning provides (Guo, 2017).

“'Machine learning draws on concepts and results from many
fields, including statistics, artificial intelligence, philosophy,
information theory, biology, cognitive science, computational
complexity, and control theory” (Hall, 1997).

Devices act like human brains through cognition using computers
and software (Daffodil Sofware,2017).

Source:

Hall, T.M. (1997). Machine learning. Ithaca, NY: McGraw-Hill.

Guo, Y. (2017). What is machine learning?. Retrieved from https://towardsdatascience.com/what-is-machine-
learning-8c6871016736

Daffodil Software (2017). 9 applications of machine learning from day-to-day life. Retrieved from
https://medium.com/app-affairs/9-applications-of-machine-learning-from-day-to-day-life-112a47a429d0
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What is Machine Learning?. . . ﬁ

What is Machine Learning Workflow?

It's a development process that allows for the aggregation
and training of data against a specific analytical model.
Testing and productionizing of the model is also part of the
machine learning workflow process. There five steps for
the machine learning workflow process.

Collecting Data Ana'ly.zing and Training the Testing the Productionizing
Refining Data model wiodel e niodal
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Question 1:

What is Machine Learning?

%
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What is Machine Learning?. . . &

What is Machine Learning Workflow?

Collecting Data:

The beginning step of the machine learning process. Data drives the
entire machine learning workflow. Good quality and accurate data can
provide better results for the machine learning model.

Analyzing and Refining the Data:

All data pre-processing takes place in this step. The dataset is
analyzed and cleansed to ensure good results from the machine
learning model.

Training the model:

An appropriate machine learning algorithm is selected. The dataset is

split into training and test sets. The training set is the one where the
model learns. The test set provides the analytics on the accuracy of

the mOdeII Presented by:
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What is Machine Learning?. . . ﬁ

What is Machine Learning Workflow?

Testing the model:
With the model trained, live data can be applied to the model. If the
results are not accurate, the model should be improved and retested.

Productionizing the model:

With the model tested and trained its released for production. This
task is as simple as including the machine learning into the target
software app or electronics product. Most machine learning models are
deployed from the cloud.
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What is Machine Learning?. . .

Machine Learning Applications

amazoncom Recommended for You
Al . h dati fi based t hased
t;;zuzny(;tmowis. new recommendations for you based on items you purchased or Three lidar syste =2 A forward facing camera
© lowmsem  wokmsoe  ookmsoe
— N S ;-
Googe yps e 3
Google Apps Google Apps Googlepedia: The
Deciphered: Compute in Administrator Guide: A Ultimate Google
the Cloud to Streamline Private-Label Web Resource (3rd Edition)
=~ Your Desktop Workspace
@ o
&
LIDAR: Laser Imaging Detecting And Ranging Presented by:
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What is Machine Learning?. . . %

Machine Learning Applications

Virtual Personal Assistants — Siri, Alex, and Google Now are
trained based on questions being asked. Obtains data from
storage clouds.

Predictions while commuting — GPS navigation apps build maps
using data. Example: Traffic predictions.

Videos Surveillance — Possible to detect a crime before it
happens using deviant behavior data patterns.

Product Recommendations — Online stores capable of suggesting
products based on shopping patterns data.

Autonomous Vehicles — With the use of electronic sensors, and
GPS navigation data, self driving cars can transverse roads from
cities and highways without human drivers.

Presented by:
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What is Classification?

*®

Classification Models — Predicts the object membership based on
characteristics grouping.

FAQs:
* The focus is on binary decision making.

* Prediction based on a true or false, yes or no 1 or O hierarchical
format.

* Assigning a task of assigned objects from several predefined
categories (Tan, Steinbach et al., 2016).

e C(Classifications uses Decision Trees to aid in attribute or event
predictions.

Source:

Tan, P.N., Steinbach, M., & Kumar, V. (2016). Introduction to data mining. Retrieved from https://www-

users.cs.umn.edu/~kumar001/dmbook/ch4.pdf
Presented by:
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Question 2: %

What are the five steps for the
Machine Learning Workflow
process?
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What is Classification?.

Decision Tree Problem:
Determining the student’s age and credit rating.

age

young senior
middle-

aged
v9

Student? Credit_rating?

no / \yes fair / \excellent
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What is Classification?. . . %

Decision Trees:

Decision trees used in data mining are of two main types:
Classification tree analysis is when the predicted
outcome is the class to which the data belongs.
*Regression tree analysis is when the predicted outcome
can be considered a real number (e.g. the price of a house,
or a patient's length of stay in a hospital).

Data mining is the process of discovering patterns in
large data sets involving methods at the intersection

of machine learning, statistics, and database systems.

Source:
https://en.wikipedia.org/wiki/Decision tree learning#Decision tree types
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https://en.wikipedia.org/wiki/Data_mining
https://en.wikipedia.org/wiki/Classification_tree
https://en.wikipedia.org/wiki/Data_set
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Database_system
https://en.wikipedia.org/wiki/Decision_tree_learning#Decision_tree_types

What is Classification?. . .

Supervised learning: The output datasets are provided which are used to train
the machine. Classification Decision Trees use supervised learning to predict
outcomes of events or attributes. The key elements to classification is the training
and prediction capabilities of the machine.

Training Prediction

using answer
data questions
Data is the key
Data Training Model

B
(Guo, 2017)

Guo, Y. (2017). What is machine learning?. Retrieved from https://towardsdatascience.com/what-is-machine-learning-8c6871016736
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What is Classification?. . .

& male_female_classifier.ipynb

File Edit View Insert Runtime Tools Help

CODE TEXT 4 CELL ¥ CELL

o from sklearn import tree

clf = tree.DecisionTreeClassifier()

# [height, weight, shoe size]
X = [[181, 8@, 44], [177, 7@, 43], [1ee, &@, 38], [154, 54, 37], [166, 65, 48],
[12e, 9@, 47], [175, 64, 39],

[177, 7@, 4@], [159, 55, 37], [171, 75, 42], [181, 85, 43]]

¥ = ['male’, 'male’, ‘female', "female', ‘male’, 'male’, ‘female', 'female’,
‘female', 'male’, 'male’]

# train model with male and female data

clf = cIf.fit(X, ¥)

# make prediction with new data
prediction = clf.predict([[12e, 79, 42]])

# print prediction
print{prediction})

G [‘male’]
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Question 3: %

What is a Classification Model?
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What is Classification?.

\ D Classifier Model Workflow:

'b/’ Data Table

™ 1T Day
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File
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Tree Tree Viewer Data Table (1)
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What is Classification?. . .

D File — O X
© Fie: | male._female_data.csv ][ e [ @rebod |
O URL: I V]

Info . .
11 instance(s), 4 feature(s), 0 meta attribute(s) FO rm att I n g d at a f I I e
Data has no target variable.

Columns (Double dick to edit)

Name Type Role Values

1 height numeric feature

- weight numeric feature

3 shoe size M numeric feature

Cew o e e

Browse documentation datasets| Apply

@ &
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What is Classification?. . .

™1 Data Table 2 O X
Info
1lins (oo aaing vakies) gender height weight shoe size
3 features (no missing values) 1 Jmale 181 &0 2
Discrete dass with 2 values (no 2 _ 177 70 43
g vakiee) 3 femasle 160 60 3
torc s 1 B s ;
5 jmale 166 65 40
Variables 6 lmale 19 % a7
[ show variable labels (f present) |7 (female S 175 64 39
[] visualize numeric values 8 _ m 70 40
[ color by instance dasses 9 — 159 35 37
10 jmale 171 75 2
Selection 11 jmale 181 85 43
[] select ful rows
l Restore Original Order ]
M Send Automatically
=
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What is Classification?. . .

“ Tree Viewer — O >

Tree

5 nodes, 3 leaves

Display male
o I 54.5%, 6/11 .
Width: .
| I shoe size
Depth: |Ur1|in'|ited - |
Edge width: |R.Ela1jue to parent | < 40 /
Target dass: |NDI'1E - | female
83.3%, 5/6 .
weight

(]
\ > 64 Based on the shoe size data, the
[female + model will determine (predict) the

50.0%, 1/2 outcome being male.

[2] [« [E
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

Lab Project Objectives:
a. Learn about the MNIST dataset.
b. Learn about tensors.

c. Learn how to run and analyze the MNIST
Handwriting Recognition Training Model
Tutorial in Colaboratory.

Presented by:
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

What is the MINIST database?

a. MNIST is the abbreviation for Modified National Institute of
Standards and Technology database.

b. Alarge database of handwritten digits.
c. Commonly used for training various image processing systems.

d. Database is used for training and testing in the field of machine
learning.

e. Database contains 60,000 training images and 10,000 testing
images.

Source:

https://en.wikipedia.org/wiki/MNIST_database Presented by:

ESUCATION ==
DesignNews 23 CEC CENTER (iR



https://en.wikipedia.org/wiki/MNIST_database

Lab Project: The MNIST Handwriting
Recognition Training Model. . .

What is the MNIST database?

0000006 QaopOoOCZ ()OO0
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Ad XLAII2FA21L2I2ALA
3333333533383 333
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b 6 6 b GG bbagce é6E ol
T797 77707200 2%F7 77
¥ 3 ¥ 8 %8P ¥ B PTT I T L D
799999999 %49949999
Sample images from MNIST test dataset.

Source:
https://en.wikipedia.org/wiki/MNIST database Presented by:
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https://en.wikipedia.org/wiki/MNIST_database

Lab Project: The MNIST Handwriting
Recognition Training Model...

What is the MNIST Database?
a.A combination of two NIST’s databases:
i. Special database 1 and Special database 3

b.The database of consists digits written by high school students and
employees of the United States Census Bureau.

c.Special database 1 is for high school students.
d.Special database 3 is for United State Census Bureau.

e.A variety of classifiers where used for training methods of the
machine learning model.

Presented by:
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

What is a Tensor?
a.Are geometric objects that describes linear relations between
l. vectors
ii. scalars
lil. matrices
b.Example relations include:
i. dot product
ii. cross product
iii. linear maps
Iv. geometric vectors

Presented by:
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Question 4: %

What Orange widget is used to
display or view a decision tree?

Presented by:
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Lab Project: The MNIST Handwriting
Recognition Training Model.

What is a Tensor?

* A scalar is a number, like 3, -5, 0.368, etc,
* A vector is a list of numbers (can be in a row or column),

* A matrix is an array of numbers (one or more rows, one or more columns).

Scalar Vector Matrix
24 [2 -8 7] [6 4 24]
row 1 -9 8
or Bl row(s) x column(s)
column | -8
.

Source.
https://www.mathsisfun.com/algebra/scalar-vector-matrix.html
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https://www.mathsisfun.com/algebra/scalar-vector-matrix.html

Lab Project: The MNIST Handwriting
Recognition Training Model. . .

What is TensorFlow?
a.A framework to define and run computations involving tensors.

b. An open source library for high performance numerical
computation.

c.A flexible architecture that allows easy deployment of computation
across a variety of hardware platforms.

i. Central Processing Units (CPUs)
ii. Graphics Processing Units (GPUs)
iii. Tensor Processor Units (TPUs)

Presented by:
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Lab Project: The MNIST Handwriting &3 "
Recognition Training Model. . . e

Cloud TPU

Presented by:
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Question 5: ﬁ

What three ways can a tensor be
represented?

Presented by:
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

TensorFlow web page

Q  Search

TensorFlow

An open source machine learning
framework for everyone

NG

TensorFlow 1.8 has arrived! TensorFlow Dev Summit 2018 Announcing TensorFlow.js!
We're excited to announce the release of TensorFlow 1.8! Thousands of people from the TensorFlow community Learn more about our new library for machine learning in
Check out the announcement to upgrade your code with participated in the second TensorFlow Dev Summit. Watch the browser using JavaScript.
ease. the keynote and talks now.
LEARN MORE WATCH NOW LEARN MORE
Source:
https://www.tensorflow.org/ Presented by:
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https://www.tensorflow.org/

Lab Project: The MNIST Handwriting
Recognition Training Model. . .

TensorFlow ™

Develop

Getting Started web page

Deploy Extend Community Versions Ecosystem

GET STARTED PROGRAMMER'S GUIDE TUTORIALS PERFORMANCE MOBILE

Get Started

Beginners
Get Started with Eager Execution
Get Started with Graph Execution

Premade Estimators

Estimators
For Beginners

Premade Estimators

Checkpoints

Feature Columns

Datasets Quick Start
Creating Custom Estimators

TensorFlow Versions

Source:

Get Started with Eager Execution

‘ )
‘)Run in Google Colab View source on GitHub

This tutorial describes how to use machine learning to categorize Iris flowers by species. It uses TensorFlow's eager
execution to (1) build a model, (2) train the model on example data, and (3) use the model to make predictions on
unknown data. Machine learning experience isn't required to follow this guide, but you'll need to read some Python code.

TensorFlow programming

There are many TensorFlow APIs available, but we recommend starting with these high-level TensorFlow concepts:

» Enable an eager execution development environment,
» Import data with the Datasets AP,

« Build models and layers with TensorFlow's Keras API.
This tutorial shows these APIs and is structured like many other TensorFlow programs:

1. Import and parse the data sets.
2. Select the type of model.
3. Train the model.

4. Evaluate the model's effectiveness.

https://www.tensorflow.org/get started/eager

DesignNews
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GITHUB

Contents

TensorFlow
programming

Run the notebook
Setup program

Install the latest
version of TensorFlow|

Configure imports
and eager exacution

The Iris classification
problem

Import and parse the
training dataset

Download the dataset
Inspect the data
Parse the dataszer

Create the training tf.
data Dataset

Select the type of model
Why model?
Select the model

Create a model using
Keras

Train the model

Define the loss and
gradient function

Create an optimizer

Training loop
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Lab Project: The MNIST Handwriting

Recognition Training Model. . .
Getting access to MNIST Tutorial

Develop

TensorFlow

At

GET STARTED

Tutorials

Images

MNIST

Image Recognition
Image Retraining

Convolutional Neural Networks

Sequences

Text Classification
Recurrent Neurzl Networks
Neural Machine Translation
Drawing Classification

Simple Audio Recognition

Data Representation

Linear Models

Wide & Deep Leaming

Vector Representations of Words

Kernel Methods

Non-ML
Mandelbrot Set

Partial Differential Equations

TensorFlow Versions

Source:
https://mwww.tensorflow.org/tutorials/layers

APIN.8 Deploy

PROGRAMMER'S GUIDE TUTORIALS PERFORMANCE

A Guide to TF Layers: Building a Convolutional
Neural Network

The TensorFlow layers module provides a high-level API that makes it easy to construct a neural network. It provides
methods that facilitate the creation of dense (fully connected) layers and convolutional layers, adding activation
functions, and applying dropout regularization. In this tutorial, you'll learn how to use layers to build a convolutional
neural network model to recognize the handwritten digits in the MNIST data set.

o33 ¥
b FAIFAIE

The MNIST dataset comprises 60,000 training examples and 10,000 test examples of the handwritten digits 0-9,
formatted as 28x28-pixel monochrome images.

Convolutional Neural Network using classification for
handwriting recognition imaging.

Getting Started

Let's set up the skeleton for our TensorFlow program. Create a file called cnn_mnist.py, and add the following code:

__future__ absolute_import

__future__ division

print_function

__future_

numpy np
tensorflow tf

DesignNews

34

Contents
Getting Started

Intro to Convolutional
Neural Networks

Building the CNN
MNIST Classifier

Input Layer
Convolutional Layer
=1

Pooling Layer #1

Convolutional Layer
#2 and Pooling Layer

=2

Dense Layer

Logits Layer
Generate Predictions
Calculate Loss

Configure the Training
Op

Add evaluation
metrics

Training and Evaluating
the CNN MNIST
Classifier

Load Training and
Test Data

Create the Estimator

Set Up & Logging
Hook
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https://www.tensorflow.org/tutorials/layers

Lab Project: The MNIST Handwriting
Recognition Training Model. . .

“Convolutional Neural Networks (ConvNets or CNNs) are a
category of Neural Networks that have proven very effective In
areas such as image recognition an classification. ConNets
have been successful in identifying faces, objects and traffic

signs apart from powering vision in robots and self driving cars”
(ujwalkarn, 2017).

Source:

ujjwalkarn.(2017). What are convolutional neural networks and why are they important?
Retrieved from https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets/

Presented by:
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

ConvNets Examples

Source:

ujjwalkarn.(2017). What are convolutional neural networks and why are they important?
Retrieved from https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets/
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

Getting access to code
TensorFlow ™ install  Develop  APIi8  Deploy  Extend  Community  Versions  Ecosystem v m

Getting Started

i Conten
Tutorials Get arte
Let's set up the skeleton for our TensorFlow program. Create a file called cnn_mnist.py, and add the following code
Intro to Convolutiona
Images Neural Networks

n __future__ import absolute_import Building the CNN
n __future__ import division MNIST Classifier

MNIST
ANIST

Image Recognition :
__future__ import print_function Input Layer

Image Retraining & ; =

Convolutional Layer

Convolutional Neural Networks

¢ numpy as np Pooling Layer #1
t tensorflow as tf

Sequences nvolutional Layer

Text Classification and Pooling Layer

* w0
Mo

tf.logging.set_verbosity(tf.logging.INFO)

Recurrent Neural Networks N
yense Layer
Neural Machine Translation Dense Laye
Drawing Classification Ecg ts La,:r
Senerate Predictions
Simple Audio Recognition __name__ == Generate Frediction

tf.app.run()

Calculate Loss

Configure the Training

Data Representation Op
Linear Models As you work through the tutorial, you'll add code to construct, train, and evaluate the convolutional neural network. The Add eviliarion
Wide & Deep Learning complet& final codeXan :@ metrics
Vector Representations of Words Training and Evaluating
. the CNN MNIST
Kernel Methods CIICk here Classifier
& i r A a
Intro to Convolutional Neural Networks Load Training and
Non-ML Feet Data
X 5 R Z i Create the Estimator
Mandelbrot Set Convolutional neural networks (CNNs) are the current state-of-the-art model architecture for image classification tasks
Source: Presented by:
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https://www.tensorflow.org/tutorials/layers

Lab Project: The MNIST Handwriting
Recognition Training Model. . .

Getting access to cnn_mnist.py code

I tensorflow / tensorflow @® Watch = 8,127 * Star 104,180 YFork 64,985

<> Code Issues 1,482 Pull requests 228 Projects 0 Insights

Dismi
ED Join GitHub today s

GitHub is home to over 28 million developers working together to host
and review code, manage projects, and build software together.

Branch: 1.8~  tensorflow / tensorflow / examples / tutorials / layers / cnn_mnist.py Find file = Copy path
! MarkDaoust Use sparse loss to avoid the wamning being thrown by tf.nn.softmax_cr... blc3222 on Dec 7, 2017

5 contributors g! x 1;,‘

16@ lines (134 sloc) 5.58 KB Raw Blame |History [J # T

Copyright 2016 The Tensorflow Authors. All Rights Reserved.

Lic

sed under the Apache License, Ve

you may not use this

# % # % N W

You may obtain a copy of the License at
http://ww«.apache.org/licenses/LICENSE-2.08
Source: .
https://github.com/tensorflow/tensorflow/blob/rl.8/tensorflow/examples/tutorials/layers/cnn_mnjst. Presented by:
RS0 . ¥ CONTINUING

38 EDUCATION

DesignNews CENTER



https://github.com/tensorflow/tensorflow/blob/r1.8/tensorflow/examples/tutorials/layers/cnn_mnist.py

Lab Project: The MNIST Handwriting
Recognition Training Model. . .

Past cnn_mnist.py code to Colaboratory Python 3 Notebook

& cnn_mnist.ipynb
File Edit View Insert Runtime Tools Help

CODE TEXT 4 CELL W CELL

Copyright 2016 The TensorFlow Authors. All Rights Reserved.
Licensed under the Apache License, Version 2.0 (the “License");
you may not use this file except in compliance with the License.
You may obtain a copy of the License at

http://www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software
distributed under the License is distributed on an "AS IS"™ BASIS,
WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
See the License for the specific language governing permissions and
limitations under the License.

Convolutional Neural Network Estimator for MNIST, built with tf.layers.

IHH RSN

from _ future__ import absolute_import
from _ future__ import division
from _ future__ import print_function

import numpy as np
import tensorflow as tf

tf.logging.set_verbosity(tf.logging.INFO)

def cnn_model_fn(features, labels, mode):
"""Model function for CNN.
Input Layer
Reshape X to 4-D tensor: [batch_size, width, height, channels]
MNIST images are 28x28 pixels, and have one color channel
nput_layer = tf.reshape(features["x"], [-1, 28, 28, 1])

"

it "

Convolutional Layer #1

Computes 32 features using a 5x5 filter with RelU activation.
Padding is added to preserve width and height.

Input Tensor Shape: [batch_size, 28, 28, 1]

R
DesignNews 39 CEC CENTER
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

Setting up GPU accelerator in Colaboratory

& cnn_mnist.ipynb
File Edit View Insert Runtime Tools Help

CODE TEXT + Run all .
Notebook settings

Run before

&g

© ¢ copyright 20161 Run the focused cell " lerved.
ESTHN Run selection tri+Shift+Enter | . .
# Licensed under 1t License™); Runtime type
# you may not use Run after .r1n he License.
# You may obtain & ol : Py‘thon 3 -
t http://www.apad
=
# Unless required ting, software Hardware accelerator
# distributed unde S IS™ BASIS,
# WITHOUT WARRANTI express or implied. GPU v @
# See the License Change runtime type ermissions and
# limitations unde .
"""Convolutional Neural Network Estimator for MNIST, built with tf.layers.""" | D Omit code cell output when saving this notebook

from _ future__ import absolute_import

from _ future__ import division CANCEL SAVE

from _ future__ import print_function

import numpy 3z np
import tensorflow as tf

tf.logging.set_verbosity(tf.logging.INFO)

def cnn_model_fn(features, labels, mode):
"""Model function for CNN."""
2 Input Layer
# Reshape X to 4-D tensor: [batch_size, width, height, channels]
# MNISY images are 28x28 pixels, and have one color channel
input_layer = tf.reshape(features["x"], [-1, 28, 28, 1])

Convolutional Layer #1

Computes 32 features using a 5x5 filter with RelU activation.
Padding is added to preserve width and height.

Input Tensor Shape: [batch_size, 28, 28, 1]

wune
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Question 6: ﬁ

CNN is the abbreviation for what
learning network?
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EOUCATION e
DesignNews “ CEC:=Gs @



Lab Project: The MNIST Handwriting
Recognition Training Model. . .

cnn_mnist.py model execution in Colaboratory

INFO:tensorflow:Done running local_init_op.
INFO:tensorflow:Saving checkpoints for @ into /tmp/mnist_convnet_model/model.ckpt.
INFO:tensorflow:probabilities = [[@©.1066287 ©.10955735 ©.09914126 ©.10538703 ©.08441452 ©.09878851
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Lab Project: The MNIST Handwriting
Recognition Training Model. . .

cnn_mnist.py model final results in Colaboratory

As the model trains, you'll see log output like the following:

INFO:.
INFO:
INFO:.
INFO:
INFO:.
INFO:
INFO:.
INFO:

INFO:

{'loss':

tensorflow

tensorflow:

tensorflow:
:global_step/sec: 5.44132

tensorflow

tensorflow:

tensorflow:
tensorflow:
tensorflow:;
tensorflow:Savi
8.898227185, "global_step': 288B8, 'accuracy': B8.97329998;

.loss = 2.360826, step

probabilities = [[ 2.87722881 ©.88618255 ©.89256398, ...]]

loss = 2.13119, step = 181

=

Loss for final step: ©.553216.

Restored model from /tmp/mnist_convnet_model

Eval steps [8,inf) for training step ZBBEA.

Input iterator is exhausted.

ng evaluation summary for step 2Z8BBA: accuracy = 8.9733, loss = B.B98227
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Here, we've achieved an accuracy of 97.3% on our test data set.

Note:

Depending on machine processor, final training and prediction results may take up to an hour.
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