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Lessons Learned – Version Updates
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Most Literature on TensorFlow is 
Out of Date

• TensorFlow made major changes from version 
1.x to 2.x in late October 2019.

• This class was originally designed in 1.x

• All information here should be correct for v2

– TRUST YET VERIFY

• If a book, article, or website mentions 
sessions, disregard it.
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Question 1 – Experience with TensorFlow (including lite)?
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Major Updates

• “tf.contrib” is gone and mostly integrated

• Easy model building with Keras (now fully integrated) 
and eager execution  - no more build then run 
sessions.

• Robust model deployment in production on any 
platform.

• Standard databases are integral

• Powerful experimentation for research.

• API simplification by reducing duplication and 
removing deprecated endpoints.
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TensorFlow 2.x Framework
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Installing TensorFlow 2

• There are many ways to install (optional) and 
run TensorFlow

• Simplest for just testing out a few simple 
concepts – Google Colaboratory (Colab)

• Direct on a python installation (command line 
or IDE) on PC/Mac/Linux

• In a development environment, typically that 
runs in a virtual machine (Docker, PyCharm, 
etc)
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https://colab.research.google.com/notebooks/welcome.ipynb

9

https://colab.research.google.com/notebooks/welcome.ipynb


Presented by:

Click on the [  ] to run the code
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https://www.python.org/downloads/
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https://www.python.org/downloads/
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https://docs.anaconda.com/anaconda/
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https://docs.anaconda.com/anaconda/
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Our Setup

• Python 3.8.3 from python.org

• PyCharm IDE and virtual environments

• Will add numpy and TensorFlow elements

• We will also look at Colab

• We will also set up the environment for the 
NVIDIA Jetson NANO
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https://www.jetbrains.com/pycharm/download/#section=windows
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https://www.jetbrains.com/pycharm/download/#section=windows
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https://www.tensorflow.org/install
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pip install tensorflow

Question 2 – What does “PIP” stand for?

https://www.tensorflow.org/install
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https://www.tensorflow.org/api_docs

https://www.tensorflow.org/api_docs
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Name Our File 
(.py added automatically)

20



Presented by:

We Need Our Environment!
Click on file, settings
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We need to add (to start):

numpy

tensorflow-cpu

tensorflow-datasets
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Short Sample Code

import tensorflow as tf

x = 2

y = 3

add_op = tf.add(x, y, name='Add')

mul_op = tf.multiply(x, y, name='Multiply')

pow_op = tf.pow(add_op, mul_op, name='Power')

useless_op = tf.multiply(x, add_op, name='Useless')

tens1 = [pow_op, useless_op]

print(tens1)
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Color Coded!
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Run , Run
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Our Output
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Question 3 – What is this output called and what is its shape?
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Tomorrow!

• We will take what we learned on Tuesday 
about the mathematics of a CNN and apply it 
to TensorFlow

• We will also look at how the new 
enhancements to TF have sped up and 
simplified the definition of our network 
definition
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Please stick around as I answer 
your questions!

• Please give me a moment to scroll back through the 
chat window to find your questions

• I will stay on chat as long as it takes to answer!

• I am available to answer simple questions or to 
consult (or offer in-house training for your company)
c.j.lord@ieee.org
http://www.blueridgetechnc.com
http://www.linkedin.com/in/charleslord
Twitter: @charleslord
https://www.github.com/bradatraining
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